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Abstract— Agent based systems are becoming popular outside
the agents research community, among biologist, artists and in
the game industry. Yet tools are lacking that facilitate non-expert
agent developers building complicated agents for modelling and
systems. As a part of our own agent-based research programmes
we have been developing such tools. In this paper, we review
the progress made, highlighting issues of usability. Examples of
agents developed in these tools are also given, with an emphasis on
intelligent virtual combat agents situated in Unreal Tournament.

Index Terms— AI, Dynamic Planning, Life-Like Characters,
Programmability, Accessible AI

I. I NTRODUCTION

Building intelligent systems, like programming systems in
general, is hard. While some principles such as modularity are
widely agreed upon, even highly related questions such as how
to integrate these modules back into a coherent system, are not.
Standard multi-agent system techniques are formal and highly
distributed but unnecessarily complicated for modular systems
where the extent of the system is well bounded, as when it
composes a single autonomous agent like a game character or
robot. The problem of this complexity becomes apparent when
one tries to hire ordinary or even exceptional programmers to
create AI systems. Yet the ideal for the games industry would
be if skilled story writers for interactive dramas could directly
create — or even prototype or adjust — the characters they
design into their narratives.

We have been working on the developing and extending
the notion of reactive ordynamic plansas the key integration
technique for an intelligent system. The advantage of these
plans is that they can be developed from simple sequences
of actions and prioritised lists of goals — skills accessible to
most people as they are fundamental to everyday planning and
scripting.

Based on this approach, we have developed several com-
plex, apparently cognitive agents, as well as tools that facilitate
such construction. In this paper, we review our progress in
developing these tools, with a particular focus on their educa-
tional aspects. Examples of agents developed in the tools will
be also given, primarily VR game-playing agents situated in
the video game Unreal Tournament (UT) [32], although related
systems have been and are being developed for applications
from autonomous robots to scientific social simulations. In
this paper, the review of each advance will necessarily be
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brief, however we reference more complete descriptions of
the individual projects which have been published elsewhere.

Our primary objectives for this paper are to present an
overview and to summarise our main lessons learned to date.
We start with detailing the toolkits’ requirements, continue
with describing our methodological approach, and then de-
scribe the tools themselves, including example agents.

II. GOALS AND RELATED WORK

Currently, our main target audiences for our toolkits have
been undergraduate computer science students (Prague) and
graduate-level researchers in social and behavioural sciences
(Bath). For both groups of users, we hope that by engaging
them in directly exploring agency we will contribute to both
their understanding of their discipline and at the same time
provide them tools to be used in their future employment.
Building agents situated in dynamic, potentially antagonistic
environments that are capable of pursuing multiple, possibly
conflicting goals not only teaches students about the funda-
mental nature and problems of agency but also encourage
them to develop or enhance programming skills. Although
academics are our most readily accessible testers, we expect
our techniques to be of use to professionals from artists
through games engineers. Many of our tools are available
freely on line, and we have recently installed basic bug
tracking facilities. In essence we want to expand access to
AI as a tool for research, entertainment and education.

Toolkits to meet this aim must fulfill several requirements:

1) They must provide tools for facilitating agent develop-
ment. These tools must allow for makingsimple things
simple, and complex things possible. In other words, a
non-programmer should be facilitated in building simple
agents, while more experienced developers should be
able to increase their agents’ complexity or capabilities.
The best way to meet these desiderata is with a modular
architecture, iterative design practice and an easy-to-
cope-with integration technique. Auxiliary tools such as
a debugger or a graphical behavioural editor should also
be available.

2) In a related point, toolkits should facilitate rapid proto-
typing, so that a writer or creator can try a number of
different scenarios quickly, and so that a full character
with a number of goals and/or scenes can be fleshed out
in a reasonable amount of time.

3) They should provide a graphical virtual environment.
Visualisation is vital to understanding agency. Most
people have a great deal of difficulty reasoning about
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the consequences of interacting parallel goals and be-
haviours in a single agent; how an agent will operate
with a three dimensional, real-time world, where actions
once committed cannot be recalled; and particularly with
how interacting agents can influence and interfere with
each other, even in simple ways such as attempting
to take the same physical location. Visualisation at
least assists with debugging, and sometimes established
social reasoning makes recognition if not prediction of
problems relatively straight forward. The visualisation
environment can either be provided built-in, or as a
stand-alone application with a provided API.

There are several commercial, relatively user-friendly toolkits
which at least begin to fulfil these requirements available. For
example, AI.Implant [3], a middleware for building complex
computer game agents, or Behavior [29], which is a Softimage
plug-in for controlling behaviour of virtual actors in movies.
Such systems tend to be too expensive for academic and entry-
level purposes.

Several purely educational toolkits exist for learning pro-
gramming by means of agents, such as Alice [2]. Unfor-
tunately, these allow for building only simple agents with
entirely scripted behaviour. NetLogo is a popular tool for
agent-based modelling, partly because it meets the rapid-
prototyping desiderata above. It has also recently become
extendible due to a Java API [33]. However, this does not
facilitate creating engaging single VR agents, which we see
as a powerful and vital mechanism both for creating truly
animal-like systems and holding the interest of the average
(rather than the exceptional) student. Similar problems hold
for agent development toolkits specially intended for artists,
such as Movie Sand BOX [19].

Robust and formally well-founded tools for agent develop-
ment do exist, such as the general-purpose Jack [17], or the
powerful cognitive modelling languages like Soar [28] and
ACT-R [4]. However, it is not easy for entry-level program-
mers to create engaging human-like agents in these architec-
tures. Further, even for professional programmers, building
intelligence in such ‘heavy’ systems takes a good deal of time.
Such systems also tend to take too much CPU for complex
societies or game play.

Thus there is still a need for systems which provide acces-
sible development of virtual-reality animal-like and humanoid
characters, but also allow extensions into full programming
languages. What we propose as a basic starting point is a
system built on the high-level yet powerful dynamic program-
ming language python. Python is a scripting language which
allows for rapid prototyping, yet it has access to extensive
libraries which allow for powerful and detailed computation.
Beyond this though, agent building requires special idioms
or design patterns, and a character-based AI development
platform should provide for these.

III. A PPROACH: BEHAVIOR ORIENTED DESIGN

We have taken as a starting point Behavior Oriented Design
(BOD) [10, 11]. This is a modular technique that draws both
from object-oriented design (OOD) and behavior-based AI

(BBAI), with additional features for integrating an intelligent
system. From BBAI, BOD takes the principle that intelligence
is decomposed around expressed capabilities such as walking
or eating, rather than around theoretical mental entities such
as knowledge and thought. Each module supports a related
set of expressed behaviours calledacts, whatever sensing is
necessary to control such acts, and whatever memory and
learning is necessary to inform and disambiguate such sensing
and acting. For example, the act of going home requires
being able to sense and recognise the current location, which
requires remembering previous routes or some other form
of map. A diversity of standard machine learning techniques
can be included inside a single agent: BOD supports efficient
learning by allowing per-module specialization of techniques
and representations.

From OOD, BOD takes both the object metaphor (BOD
modules are built as objects in an object-oriented language
such as Java, C++, CLOS or in the present case python) and
an agile, iterative development process [c.f. 5]. BOD consists
of two sets of heuristics. The first are for the initial design of
an agent, and the second are for recognising — after a period
of development — optimisation opportunities for simplifying
the agent’s code. In other words, BOD encourages regular
refactoring so that the agent remains as easy to expand and
maintain as possible. Details of these heuristics can be found
elsewhere [10, 12].

The core of this simplification process is a good mechanism
for integrating the behaviour modules that compose an agent.
Modular decomposition has no benefit if the process of making
certain the modules can execute without interfering with
each other is more complicated than building a homogeneous
architecture would have been in the first place. Unfortunately,
this problem plagued early BBAI approaches such as sub-
sumption architecture [9] and spreading activation networks
[22], making them difficult to scale. BOD provides a relatively
simple action-selection mechanism for providing behaviour
arbitration, which we describe next.

A. POSH Action Selection

BOD uses Parallel-rooted, Ordered, Slip-stack Hierarchical
(POSH) dynamic plans for action selection. These allow the
specification of an agent’s goals and priorities, or in other
words the contexts in which an agent acts. The primitives of
these plans are the acts supported by the library of behavior
modules just described (referred to asthe behavior library), as
well as set of sense primitives provided by the same library.
These sense primitives inform the plans at decision points
about the current context.Contexthere is both environmental
(e.g. visible food, heard enemies) and internal (e.g. remem-
bering the way home, feeling hungry or happy.)

Besides these two primitive types, there are three types of
POSH planning aggregates: simple sequences, competences
and drive collections. Thesequencefunctions as expected; the
drive collection is a special form of competence that serves as
the root of the plan hierarchy, we return to this below.

Thecompetenceis the core of a POSH plan. It is an instance
of a fundamental AI design pattern, which we refer to as a



CGAMES IEEE DUBLIN 2006 3

basic reactive plan[10]. This is essentially a small, prioritised
set of productions. Aproduction is a condition-action pair
which forms the core of most expert systems and cognitive
modelling architectures. The idea is that AI can be described
as a look-up of an action based on the current context1.
The problem is that specifying such context in sufficient
detail to be unambiguous for an agent with multiple goals
in a complicated, dynamic environment is either tedious and
cumbersome (for a human programmer) or computationally
intractable (for machine learning or planning.) By using a
hierarchical structure, we can assume we know a large amount
of the context by the fact we are even considering this
particular plan fragment. For example, the agent has already
realized that it is hungry and there are bananas around, now
it just needs to peel one. Thus a competence only needs
to express how to consummate one particular subgoal. By
assuming the rules are prioritised, we can further assume that
for any particular step of the plan, no better action closer to
consummating goal is a available, or it would already have
been executed. Thus for each potential action, the only thing
that the context needs to describe is not whether itshouldbe
performed, but rather only whether itcan be.

Because POSH plans are hierarchical, each ‘action’ as de-
scribed above in a competence may be primitive acts supported
by the behaviour library, or they may in fact be another
competence or a sequence. At the root of this hierarchy
is a special competence called adrive collection which is
executed on every program cycle to ensure that there is no
more important goal the agent should be attending to than the
one it is currently attempting to complete. The drive collection
also supports enough state such that goals can be pursued in
coarse-grain parallel. Thus an agent could for example stand
up every few seconds and look around, while spending most
of its time concentrating on building a fire.

To small extent, POSH plans resemble languages built upon
BDI architecture, e.g. JACK Agent Language [17]. However,
POSH is especially designed for non-agent experts, which
means that it does not have some advanced BDI features (e.g.
pre-defined meta-level planning), but on the other hand it is
easier for the intended audience to cope with. What makes it
easy to design is that all of its aggregates can be designed
initially as sequences. Competences are however capable of
executing actions out of sequence (skipping or repeating
elements) as needed to respond appropriately to the uncertain
consequences of behaviour in a dynamic environment.

IV. PLATFORMS

Based on the BOD approach and the POSH action selection
mechanism, we have created three development systems fulfill-
ing the requirements outlined in Section II. The first two each
consist of two applications — first a pyPOSH action selection
engine that implements a POSH mechanism and allows for
BOD design [20], and second an environment for running
experiments. The first of these pairings is BOD/MASON,
which allows artificial life simulations. The second, Pogamut,

1Many machine-learning approaches to AI make the same assumption and
call the lookup structure apolicy, which they attempt to learn.

is a platform integrating pyPOSH with the Unreal Tournament
3D environment and providing several development tools. The
third system, IVE (for “intelligent virtual environment”), is a
stand-alone application which is a complete simulator of large
virtual worlds inhabited by tens of virtual humans [7]. We
describe these three systems below.

A. PyPOSH and BOD/MASON

PyPOSH2 is a POSH action selection mechanism built in
the python language. It can be edited with the standard POSH
plan editor, ABODE, and can be connected to any arbitrary
system or virtual environment, e.g. a robot or an agent-based
modelling tool. We have recently integrated pyPOSH with
the agent-based modelling toolkit MASON [21], producing
BOD/MASON [13]. This has two advantages: for novice agent
programmers, it provides a platform and basic behavior li-
braries for simulating animal-like behaviour — BOD/MASON
comes with a sheep/dog demo illustrating how different agents
can be created with different POSH plans and the same behav-
ior library. For agent-based modellers, BOD/MASON supports
making more elaborate or individuated agent intelligence than
most platforms, such as MASON on its own or NetLogo.

Fig. 1. A screenshot of BOD/MASON running the sheep/dog demo.

Fig. 2. A screenshot of ABODE editing a sheep’s POSH plan.

2pyPOSH and ABODE can be downloaded from http://www.
bath.ac.uk/comp-sci/ai/AmonI-sw.html. The pyPOSH distribution includes
BOD/MASON and also another set of UT libraries (not Pogamut), which are
described further below.
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B. Pogamut

To provide additional tools facilitating games development,
we have developed Pogamut3 middleware and integrated it
with pyPOSH and UT via the Gamebots interface [1]. The
system architecture is depicted in Fig. 3. Each agent is treated
as a triple (avatar, behaviors, plans), whereavatar is merely
a body driven in UT,behaviors are the set of behavioral
modules in python maintained by Pogamut andplans is the
set of plans by which pyPOSH controls behavioral modules.

The following tools are included in Pogamut:

• a simple agent management system,
• a debugger and a development environment for con-

trolling agent’s properties and communication with the
environment (Fig. 4),

• a graphical editor for behaviors and dynamic plans called
ABODE (Fig. 4), and

• a set of auxiliary class and basic behaviors, e.g. the
navigation module.

The system can manage multiple agents simultaneously and
can be easily plugged into another virtual environment, pro-
vided only with a gamebots-like interface (API) to that envi-
ronment.

Fig. 3. Pogamut system architecture.

Fig. 4. Pogamut GUI: 1—the control pane. 2—the POSH log. 3—the
Gamebots communication log. 4—the agent’s properties. 5—the manual
command pane.

3Pogamut can be downloaded from http://carolina.mff.cuni.cz/∼gib/. UT99
should be bought; it costs about 10 Euro.

In academia, UT with Gamebots have been used in several
research projects already [18, 23], which makes it valuable
for comparing AI approaches from different laboratories. The
goal of Pogamut is to extend it to create a platform that can
be used extensively by students and new programmers.

C. IVE

IVE4 is a stand-alone Java framework and middleware sup-
porting development of virtual human-like agents [7] (Fig. 5).
IVE itself already includes development tools, i.e. a debugger,
a neat GUI, and the action selection engine, which is based on
a POSH extension. Virtual environments as well as behaviour
of agents is specified in external XML and Java files.

IVE is specifically intended for simulations of large envi-
ronments, which is its most notable distinction from pyPOSH
/ Pogamut (one can control hundred of actors in IVE, for
example). There are several non-trivial issues stemming from
large environments [detailed in 7] and the most features of
IVE are designed to cope with these. These include:
• IVE uses the level-of-detail technique for automatic

simplification of the simulation in unimportant places.
Contrary to its typical use in the domain of computer
graphics, we exploit this for simplifying the space and
actors’ behaviour [30].

• IVE exploits a knowledge representation that allows for
adding new objects and actions into the environment in
the runtime and for controlling actors both as autonomous
agents or from a centralised director.

IVE is not the only recent work using LOD for behaviour
[see e.g. 24]. Unlike other approaches, our technique is ap-
plied directly to the planning mechanism, which allows for
gradual and robust simplification of the simulation that to our
knowledge has not been addressed previously. For example,
in our bar-drinking scenario, we allow for 4 degrees of detail
of bar behaviour for each bar actor.

IVE can be used (and is being used)as is, both as a research
and an educational platform. Current research includes:
• investigating level-of-detail AI techniques,
• simulating a virtual company
• augmenting IVE with adrama managerfor the purpose

of an educational virtual game in civics. Drama manager
is a component for controlling agents’ top-level goals
according to a given story-plot (specified by Petri Nets
as detailed in [8].)

V. EXAMPLE PROJECTS

We have been using BOD-based systems on variety of
projects, from controlling mobile robots to simulating primate
task learning. In this section, we illustrate the systems’ po-
tential on three projects concerning gaming agents’ AI. We
start with a description of a gaming agent capable of juggling
multiple goals that plays capture the flag. Next we describe
an agent with an emotional module, which extends POSH
action selection with an additional control layer. Finally we
illustrate that our approach can be scaled for synchronising

4IVE can be downloaded at http://urtax.ms.mff.cuni.cz/ive.
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Fig. 5. A screenshot from IVE restaurant scenario. Miners and a waiter are
depicted. Notice, there are tens of such actors in the scenario and yet the
simulation runs on a single PC in a timely fashion. The pane on the right
depicts the world structure.

two gaming agents. All these projects have been conducted
by undergraduate students, which illustrates the tools’ acces-
sibility and educational potential.

A. Capture the Flag

The goal of this project was to test whether BOD scaled
well for the agents acting in complex gaming environments,
as well as ensuring that undergraduates can learn to use BOD.
The full iterative development of this capture-the-flag gaming
agent for Unreal Tournament is documented elsewhere [26].
The agent was coded using python and pyPOSH [20] directly,
not with Pogamut. A slightly modified version of this agent
(which can play in two-person teams) is currently distributed
with pyPOSH.

Partington wrote a two-layer behaviour library, consisting
first of four modules for expressed behaviour:movementand
combat (behave as per their names),status (contains state
regarding health level, weapons held etc.) and the class con-
taining someprimitives for UT communication. Additionally,
there are three modules dedicated to maintaining internal state
useful for more than one of the expressed behavior modules
(e.g. information about position). He also developed one of the
most intricate POSH plans to date (see Fig. 6) which allowed
the agent to both attack and defend as necessary, sometimes
at the same time (e.g. strafing an attacker while returning a
flag to base). However, some of the complexity of the final
bot plan was unnecessary — dedicated to timing out outdated
memories. This indicates we need to clarify idioms dealing
with memory and time to improve the BOD framework.

B. Emotional gaming agent.

In modern games, the key feature is agentsbelievability,
which simply stated meansthe extent to which the players
think the agents look and behave how the players expect. It
includes whether the agent acts like a human (if it is human-
like), perceives only things a human could perceive, etc. Note,

Fig. 6. A high-level view of Partington’s capture-the-flag POSH plan showing
the extent and limits of plan depth necessary for a complete game agent. Plan
details, while not legible here, are available elsewhere [26]; the complete plan
is also included in the (free) pyPOSH download.

however, that believability is more related to imitation than to
rational reasoning or psychologically plausibility.

The hypothesis behind this project was that expressing
emotions at the behavioural layer (i.e. not only by facial
changes) may increase believability of a first-person shooter
(FPS) game agent. We developed the emotional UT agent
using the Pogamut platform. An emotional module is added
in the BOD architecture. The module is based on Champan-
dard’s model [16], which is intended for such game agents.
Champandard’s model is partially based on Plutchik’s psycho-
logically grounded model [27]. Champandard also prototyped
an emotional game agent, however ours is more elaborate.

The emotional model uses eight emotions in complementary
pairs:pride – shame, fear – anger, joy – sorrow, amusement
– weariness. It also exploits moods, feelings and sensations,
which are other affective states of “minds”. The outcome of
the emotional module is threefold. First, different emotions
enforce different dynamic plans (and thus behaviors). Second,
emotions influence agents’ properties (i.e., shooting accuracy).
Third, the agent gesticulates and comments on the situation
according its emotional state.

Preliminary tests reveal first that the model is too compli-
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cated and overly psychologically plausible for the purpose
of a UT agent. Since a typical UT agent lives for tens of
seconds, the agent does not have five minutes for grief, even
if that is more human. Second, we have realized that it is
hard to parameterise the model without habituation, which is
a form of adaptation to repetitive stimulation by increasing
probability of ignoring it. Although POSH supports primitive
habituation, neither our nor Champandard’s model works
with it. Appropriate dynamics are vital even for a simple,
non-plausible emotional model [31], thus BOD should also
probably be extended with an pattern for supporting such
state. Third, it was extremely simple to layer emotions upon
pyPOSH as well as implement different plans for expressing
different emotions, which demonstrated scalability of the basic
BOD architecture. We now plan to simplify the model and
to conduct a psychological study of players playing against
agents with and without emotions.

C. Agent Twins

Several FPS platforms include ateam deathmatchmode,
where agents and players fight in teams against each other.
Although agents in one team might cooperate, this is not
always the case. In recent FPS games, cooperation often occurs
accidentally as an ‘emergent’ phenomenon only. The goal of
this project was to develop agent twins that cooperate in a
decentralised manner (i.e. each twin is self controlled; there
is no leader) and test whether the cooperation is fruitful.
Additionally, we wanted to verify POSH/BOD approach in
a multi-agent scenario5. The twins have been developed on
the Pogamut platform. Generally, they cooperate in two ways:
(a) they perform some tactical operations, and (b) they inform
each other about positions of objects and other agents. Finally,
we have tested the twins of type (a), and (b), and the twins
that do not cooperate at all in the deathmatch against each
other and against original UT bots (who do not cooperate).

The tests surprisingly showed that cooperation by informa-
tion passing (b) was fruitful, but that of tactical operations
(a) was not. We think the reason is that our cooperation was
intended to be plausible. However, the deathmatch in UT is
not plausible at all; UT is not a realistic combat simulator. We
have stumbled here on another “plausibility — believability”
tension. We have also demonstrated that tests themselves can
be easily managed in the Pogamut system, since pyPOSH is
flexible enough to allow for simply switching on/off different
behaviours and types of cooperation.

We have also shown that POSH does not cope well with ex-
pressing of certain more complicated behaviours, particularly
the human adult capacity for finishing (or at least putting into
order) a current task when motivation has switched so that
another task is now the primary goal. This is a basic problem
for dynamic planning. See [6] for details; some of these are
being addressed in IVE.

We plan to conduct a study for more than two agents and to
augment this work with some aspects of centralised reasoning

5The version of pyPOSH currently distributed includes a two-agent (offence
and defence) team version of Partington’s UT code, developed at Bath by
Steve Couzins.

and classical planning, which has recently attracted gaming
industry attention (e.g. [25]). The project is detailed in [15].

VI. SUMMARY ; PRESENT ANDFUTURE WORK

In this paper, we briefly introduced several agent-based
development tools — BOD/MASON, Pogamut and IVE.
These are systems which provide entry-level development
humanoid and animal-like characters, which can be used by
students and other non-professional programmers. The systems
are extendible, grounded in standard programming languages.
We have demonstrated this in the described research. This
scalability is a notable distinction from similar toolkits.

We have at least a dozen finished students’ projects using
these platforms, and more in progress. These projects not only
demonstrate that the systems can be used by the students,
but also verify that BOD and POSH, which the projects and
platforms are built upon, are accessible, flexible and scalable.
We have also used the platforms for education of non-AI
experts (including artists).

In addition to the observations made earlier on improving
BOD and/or POSH, current limitations of our systems include
that we have not tested the platforms extensively on non-AI
experts yet. In IVE, we do not have a neat editor yet, which
makes specifying new virtual worlds and behaviour of agents
slightly complicated for non computer scientists. The editor is
current work. In Pogamut, perhaps the main problem is that it
relies on Gamebots interface [1], which limits the amount of
information passed from UT. Additionally, Gamebots code is
not well optimised and has several bugs. Rewriting Gamebots
is another work in-progress; we have already fixed some of
the bugs. We also plan to incorporate Gamebots UT 2007.
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